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OPTIMIZED INTELLIGENT MODULES  
FOR VIDEO SURVEILLANCE AND MONITORING

Abstract. Platform of optimized intelligent modules, designed for intelligent video surveillance and control 
systems, is an outstanding tool for implementing effective security measures and improving monitoring processes. 
This paper examines the development and optimization of several important modules, including a facial recognition 
system, line intersection detection algorithms, methods for detecting the presence of a person in specified zones 
and an algorithm for searching for people. The most productive algorithms, such as Faster R-CNN (Faster Region-
based Convolutional Neural Network), YOLO (You Only Look Once), SSD (Single-Shot Detector), were researched, 
thereby work was carried out to improve and optimize the YOLO algorithm. In addition to the use of this algorithm, 
optimizations were carried out, including image processing methods (including scaling) and a frame skipping 
mechanism using parallel computing, which significantly reduced the computational load. The resulting platform 
provides users with the ability to effectively monitor and analyze video streams, automatically identify potential 
threats and events, which makes it the optimal solution for ensuring security in a variety of applications, including 
public places, enterprises and critical infrastructure facilities. The results of this paper provide new prospects for 
improving video surveillance and control systems, contributing to an increase in the level of security and efficiency 
of actions.
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1. Introduction

The development of an intelligent video 
surveillance and control system that has the ability 
to function effectively with limited computing 
resources is an urgent paper in modern information 
technology. The present time is characterized 
by an increase in the volume of video data and 
growing requirements for the performance of video 
surveillance systems, which is dictated by both the 
sphere of public security and corporate interests. It 
was found that the creation of a system that does not 
resort to excessive computing resources, considering 
modern technological requirements, is a challenge. It 
is important to take into account that such a system 
should ensure stable operation, free from failures 
and errors.

There are several papers on a similar topic. For 
example, in [1] good results have been achieved 
using the high-level TensorFlow library, in [2] there 
is good information about main issues related to the 
intelligent monitoring systems used in public spaces.

Based on the complexity of the task, in this paper 
we pay attention to the optimization of algorithms 
and models of computer vision by manipulating 
images. This technique is designed to reduce the 

load on computing resources while maintaining the 
accuracy of the system. In addition, an important 
stage in the development of such systems is the use 
of frame skipping techniques, which contributes 
to the rational use of computing power. This 
paper offers a detailed analysis of the process of 
developing and optimizing an intelligent video 
surveillance and control system, highlighting the key 
aspects, methodology and achievements that allowed 
us to solve complex problems and create a system 
that combines high efficiency and optimal use of 
resources. The problems discussed in this paper are 
partially described in [3].

2. Methodology 

This part will show our research and opinions on 
our topic in the context of the developed optimized 
modules, coupled with the theory and justification of 
the methods themselves.

2.1. Justification of the choice of the YOLO 
algorithm

YOLO (You Only Look Once), being a super-
high-level tool, is not deprived of poor quality of 
work or inefficient use of resources [4]. Surface 
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studies and tests of models built on PyTorch or 
Tensorflow frameworks were carried out, the results 
and quality of which were much inferior to the ready-
made YOLO object detection models [5]. Thus, this 
cluster of ready-made models is suitable for using 
them in production. But the existing problems have 
not gone away, its customized solutions are given in 
this paper. 

The task was mainly based on the optimization of 
human detection, so other algorithms such as Faster 
R-CNN (Faster Region-based Convolutional Neural 
Network) [6] and SSD (Single-Shot Detector) were 

not used, due to a significantly lower detection 
rate than the YOLO algorithm (an algorithm 
with a single-stage approach in architecture). For 
detection in almost all cases in the environment of 
our developed modules, the accuracy of the fast 
YOLO algorithm of the last eighth version turned 
out to be quite enough. As befits any convolutional 
neural network, YOLO has the same 2 main stages: 
feature extraction and detecting, in a single-stage 
form [7]. Here are the main points highlighted in the 
course of the research in the YOLO architecture (see 
Figure 1):

Figure 1 – Progress of post-traumatic stress disorder of personality

2.2. Optimization with multithreading
Complex and resource-intensive tasks of 

working with a video stream can also be solved 
live due to multithreading. The methodology for 
optimizing deep-learning algorithms using a parallel 
approach and potential directions for parallelism in 
deep learning are described in [8]. Work in this paper 
describes a solution that is a simple implementation 
for the capture and processing of video frames in 
a separate stream, with callback functions and 
blocking and non-blocking frame extraction 
options. In particular, the following aspects of the 
implementation and application of multithreading in 
working with video streams and processing it with 
the YOLO framework should be considered (see 
Figure 2).

For efficient frame processing in the YOLO 
algorithm, the “FreshestFrame” class was developed 
using multithreading. Consider the key elements of 
its implementation include:

1. Initialization. When creating an instance of 
the class, the variables necessary for working with 

video capture and multithreading are set. A blocking 
condition (“self.cond”) is supported, which ensures 
waiting for a new frame to appear.

2. Starting A Stream. When the stream starts 
(“self.start()”), an infinite loop of reading frames 
from the video capture begins. Each frame is 
published using a lock condition, which allows other 
threads to wait for a fresh frame to appear.

3. Reading and Processing Frames. In the “run()” 
method, frames are read from the video capture, 
and their state variables are updated. If there is a 
callback (“self.callback”), the corresponding frame 
processing is performed.

4. Reading Frames from the Main Stream. The 
“read()” method allows the main thread to read 
frames. When using the lock condition, it is blocked 
until a new frame appears. You can set a sequential 
frame number (“seqnumber’) to lock until the 
specified number is reached.

5. Stop and Release. When the “release()” 
method is called, the stream is stopped and video 
capture resources are released.
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6. Main Stream. The main thread continues to 
perform other tasks without being blocked while 
waiting for new frames.

The use of multithreading in the 
“FreshestFrame” class ensures efficient and 
continuous processing of the video stream, which 

is especially important for the YOLO algorithm, 
which requires fast analysis of multiple frames. 
The above optimization using multithreading 
gives the following results in the development 
of intelligent modules for video surveillance (see 
Figure 3):

Figure 2 – Schematic representation of multithreading routine on reading and processing frames

Figure 3 – FPS improvement after optimization with multithreading

2.3. Optimization with image manipulation
Image manipulation techniques play a critical 

role in optimizing and improving the performance 
of an integrated video surveillance and control 
system [9] [10]. In this article, image manipulation 
techniques have been developed and applied, aimed 
at improving the accuracy and reliability of video 
stream analysis in a variety of conditions. The use 

of these methods has had a significant impact on the 
effectiveness of the system. Let’s look at a few key 
methods of image manipulation:

Increasing the size of detected objects: In cases 
when the objects on the video stream are small or their 
image is not clear enough, a method of increasing 
the size of detected objects has been implemented. 
This method allows you to more accurately extract 
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features and provide more stable recognition, even 
with limited visibility.

Changing contrast and brightness: Analyzing 
a video stream in different light conditions can be 
a challenge. To solve this problem, methods of 
changing the contrast and brightness of images were 
applied. This helped to better highlight objects in the 
background and improve overall clarity.

Noise Filtering: Video data may contain noise 
and artifacts that may affect detection accuracy. 
Filtering techniques such as median filter or Gaussian 

filter have been applied to reduce the effect of noise 
to improve image quality.

One example of the use of frame manipulation 
methods is the face recognition module, in which 
all the listed techniques were applied. Before direct 
face recognition, a person is detected by one of the 
YOLOv8 detection models, then the frame with the 
person is enlarged and the listed filters are applied 
to restore the enlarged and fuzzy image. After all 
these manipulations, a face will be recognized using 
face_recognition (see Figure 4).

Figure 4 – Face detecting improvement after frame optimization

3. Performance evaluation

In this part, in order to visualize the optimized 
results obtained, FPS indicators were compared, as 
well as the accuracy of the modules was visually 
checked.

3.1. Performance comparison
Coupled with the included local Django 

server and other manipulations with the video 
stream that was captured by the open-cv module, 
which gradually but not significantly reduce the 
frames per second, several tests were conducted 
on the performance of the models (see Figures 
4, 5). But it should also be noted that although 
the provided models from the YOLO – versions 
tiny, small, medium, large, extra-large, promise 

to be more accurate as the model becomes more 
complex (increasing the number of layers and, 
accordingly, parameters), these tests show slightly 
unexpected results, at least for human recognition. 
This applies to medium and large models, which 
did not justify the promised high-performance 
indicator in practice, being approximately on 
par with the small model. And of course, the fact 
remains true that the value of frames per second 
varies depending on the workload of processing 
the video stream (specifically on the number of 
people). The following tests were made on the 
basis of the NVIDIA GeForce GTX 1660 SUPER 
GPU with 6GB dedicated RAM, with 16 GB 
RAM. The video stream from the camera with 
a resolution of 640 by 544 (348160 pixels) was 
processed.
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Figure 5 – Comparison of FPS rate of default and optimized versions

3.2. Comparison of detection quality
The face_recognition library does not allow to 

recognize, even detect faces on the camera at decent 
distances, say a few meters. But with the help of 
image manipulation methods, as well as playing with 
hyperparameters, in particular the threshold value, a 
good result was achieved in face recognition. The 
previous images (see Figure 3) show an enlarged, 
filtered, optimized frame with a person where a 
person’s face is clearly detected. At the level of 
our development, all these points are registered in 
the backend and are not visible to the user of the 
developed software.

4. Results

As a result, this article applies the results of 
the work of the existing development, previously 
optimized by the methods described in part of 
the methodology. In connection with the results 
achieved in the development of optimized modules 
for detecting and recognizing faces, monitoring 
people in the zone, monitoring the intersection 

of the line, detecting abandoned objects and 
searching for a person, the possibility of adding 
triggers and viewing analytics were also added to 
the existing developments. The correct operation 
of powerful YOLO models makes it possible to add 
secondary features of the developed system, such 
as sending messages to messengers or to e-mail 
according to a given trigger (an event created by 
the software user). A smart video surveillance 
and monitoring system was implemented using 
computer vision algorithms, and accordingly, 
the methods proposed in the article were used to 
optimize them. Figure 6 shows screenshots of the 
operation of the module for monitoring people in 
the zone.

The human line crossing module is also a 
resource-intensive task, since in the context of 
frame processing using YOLO for the human 
detection subtask, an additional task of calculating 
coordinates in each frame is added, these tasks have 
been optimized using the proposed methodology. 
Screenshots of the implementation of this module 
are presented in Figure 7.
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Figure 6 – Screenshot of the results of the development of the zone detection module

Figure 7 – Screenshot of the results of the development of the line intersection module

People searching module (see Figure 8) is the 
most high-performance in the existing development, 
because it includes the tasks of human detection as 
well as facial recognition. During its implementation, 
before detecting a face, the process of detecting a 

person and subsequent image manipulations, such as 
zooming, contrast enhancement, and noise removal, 
are pre-launched. Additionally, in addition to the 
proposed multithreading technique, the yolo ono 
model was used to further improve performance.
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Figure 8 – Screenshot of the results of the development of the human search module

5 Conclusion

In this research paper, the results of the 
development and optimization of modules for an 
integrated video surveillance and control system 
based on YOLO algorithm were presented. Based 
on a number of methods and techniques, including 
multithreading and image manipulation, there has 
been a significant improvement in the performance 
and accuracy of video stream analysis.

The system presented in this paper has the 
ability to detect and classify objects in real 
time, which significantly increases its potential 
application in the field of security, monitoring and 
automation of processes. Key modules, including 
face recognition, object detection, and counting and 

motion tracking, have demonstrated outstanding 
performance and accuracy under various operating 
conditions.

The results of the comparisons indicate a 
significant increase in performance, as well as 
maintaining high accuracy of object detection. It is 
worth noting the increase in frame rate (FPS), which 
is a key indicator for real-time system.

In conclusion, this paper highlights the 
importance of a combined approach, including both 
technical optimizations and image manipulation 
methods, to create highly efficient integrated video 
surveillance and control systems. The results 
obtained have the potential for wide application 
in various fields, including ensuring the safety of 
society and industrial applications.
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