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BUILDING A MODEL BASED ON MACHINE LEARNING METHODS FOR 
PREDICTING THE CREDITWORTHINESS OF CUSTOMERS

Abstract. A customer’s credit rating is important for financial institutions, as lending can result in real and im-
mediate losses. Scoring models are increasingly used in modern financial technologies and serve professionals to 
improve their efficiency. They are superior in their capabilities to the subjective assessments of people, as they are 
not subject to professional bias and cognitive distortions. In this article, we will focus on building machine learn-
ing models to predict customer creditworthiness. The main goal is to identify the most important factors that will 
help calculate the creditworthiness of customers, analyze customer characteristics. We will build Support Vector 
Machine(SVM), Decision Trees(DTs), Xgboost and Random Forest models and explore comparative analysis of their 
predictive accuracy. 
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Introduction

Credit institutions, especially banks, have a sig-
nificant impact on an economy that operates based 
on supply and demand [1]. One of the constant prob-
lems of credit organizations that require a timely 
solution is the issuance of a loan to an unreliable 
borrower and the refusal to issue a trustworthy one. 
A wrong decision will lead to losses and possible 
bankruptcy. One of the main reasons for poor cash 
flow management is lending to customers without 
assessing their creditworthiness. Small and medium 
businesses must have a strict credit check policy 
before attracting new customers to avoid financial 
problems [2]. A customer’s creditworthiness is an 
important business principle that shows how credit-
worthy a customer is. A customer is creditworthy if 
the company believes it can repay the debt on time. 
It is determined by several factors. For example, 
income, payment history, credit score, outstanding 
obligations, etc [3].

Models are needed to produce numerical 
“scores” that help make better decisions and gener-
alize consumer creditworthiness [4]. We will com-
pare the available consumer credit risk model, which 
combines traditional credit factors such as debt-to-
income ratios with consumer banking, which greatly 
enhances the ability of our model to make accurate 
forecasts. Analyzing these models and characteris-
tics, we will find their patterns and how they affect 
the choice of solution. Numerous statistical models 
are used in the process of evaluating creditworthi-

ness [5], this involves various statistical methods, 
such as linear regression, logistic regression, linear 
discriminant analysis, probit analysis, and naive 
bayes analysis [6]. 

However, when dealing with non-linear rela-
tionships, these strategies often have low or inad-
equate performance. With respect to actual applica-
tion, it is difficult for them to satisfy these statistical 
hypotheses. Therefore, various artificial intelligence 
and machine learning methods were applied recent-
ly years for the credit rating, and these systems out-
performed statistical analysis [7]. SVM [8], artificial 
neural networks (ANN) [9], and random forest [10] 
are some of these techniques. Credit scoring has re-
cently paid a lot of attention to ensemble approach-
es like random forest, Xgboost [11]. Ensemble ap-
proaches are often more favorable when compared 
to other credit scoring algorithms, and these algo-
rithms are currently accepted as industry standard.

Predicting loan defaults is generally of great in-
terest, and numerous techniques and data sets have 
been investigated. The pertinent research evaluated 
“hard information” including income, age, and debt 
information as well as put a focus on “unofficial in-
formation” of borrowers in order to increase the ef-
fectiveness of the categorization model [12].

Overview of existing machine learning mod-
els for predicting customer creditworthiness

DTs. DTs are an example of supervised learn-
ing that is non-parametric and can be utilized for 
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tasks involving both classification and regression. 
The goal is to acquire easy-to-understand guidelines 
based on the data characteristics in order to con-
struct a model that can estimate the value of a de-
sired outcome. A tree can be modeled using a piece-

wise constant approach. DT classifiers have been 
extensively used for many different purposes. The 
tree flow view is akin to a progress chart, with cases 
organized in a hierarchical layout based on their  
characteristics. [13].

Figure 1 – An example shows how to work a DT regression

DTs are organized in a way that resembles an in-
verted tree, with data divided into several branches. 
The model consists of a sequence of logical deci-
sions that are organized like a flowchart, with nodes 
denoting judgments that must be made regarding 
certain attributes. The decision-making process is 
reflected in the branches. Each branch’s nodes stand 
in for classes and class distributions. The root node 
of a tree, which has the most information gain, is 
the largest node in the tree. After the initial node, 
one of the next nodes with the greatest increase in 
information is selected to be evaluated as a potential 
element for the subsequent node. Until all variables 
are compared or there are no more variables into 
which the samples may be separated, this process is 
repeated. The tree then finishes with nodes that de-
pict the decision-making process when comparing 
classes or class distributions [14].

Random forest. The DT-based Random Forest 
methodology combines flexibility and strength into 
a single machine learning strategy. The approach 
can handle big data sets, where the alleged “curse 
of dimensionality” can lead to other models fail-
ing, and requires only a small random portion of the 
entire collection of observations [15]. This strategy 
adds variation to DT models by using the fundamen-
tals of bagging—the random picking of features. 
The program then combines tree forecasts using a 
process depending on the amount of votes after gen-
erating a random forest. According to Breiman’s de-
scription, Random Forest is a classifier made up of 
a group of structured classification trees h(x, k), k = 
1,... where k are randomly independent and identi-
cally distributed vectors and each tree makes a sin-
gle decision regarding the class that is most likely to 
match the input data x[16].
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Figure 2 – An example shows of random forest work

SVMs. SVMs are a group of supervised learning 
techniques for classifying data, performing regres-
sion analysis, and identifying outliers [17]. Studies 
show that the SVM, the main idea of which is to 
move from the original feature space to a higher-di-
mensional (or even infinite-dimensional) space and 

search for a hyperplane in it that maximally sepa-
rates classes, has proven to be very effective. clas-
sification method. Two important kernel parameters 
are C and γ. By applying the grid search method, we 
can find the best C and gamma values for the kernel 
[18].

Figure 3 – An example of classifying customers using the SVMs
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Xgboost. Xgboost is a commonly used algo-
rithm for supervised machine learning that is capa-
ble of performing both classification and regression 
tasks. It is a version of the gradient boosting algo-
rithm that is referred to as extreme gradient boost-
ing. It is recognized for its rapidity and efficiency 

and is extensively employed in operational systems. 
Xgboost is a highly efficient and scalable implemen-
tation of gradient boosting and allows users to de-
fine custom optimization objectives and evaluation 
criteria. It has been used in many winning solutions 
of data science challenges [19].

Figure 4 – An example of how Xgboost works [20]

Data preprocessing

We sourced pre-made data from the platform 
Kaggle, a data science and machine learning com-
petition platform and a community of over 2 mil-
lion data scientists and machine learning experts. 
Predicting whether a customer will repay a loan or 
hit a hardship is a critical business need and there 
is enough data collected in this platform to help us 
build models and analyze them. We will get the op-
portunity to use real data based on the experiments 
received.

To determine a person’s creditworthiness, the 
following data is typically considered:

1)	 Employment history: This includes infor-
mation about a person’s current and previous em-
ployment, salary, and job stability.

2)	 Credit history: This includes information 
about a person’s credit accounts, such as credit 
cards, loans, and mortgage payments, and whether 
they have made payments on time.

3)	 Income: Information about a person’s 
income, including salary, investment income, 
and any other sources of income, is also consid-
ered.

4)	 Debt: The amount of debt a person has, in-
cluding credit card debt, student loans, and other 
types of debt, is considered.

5)	 Demographic information: This might en-
compass the individual’s age, place of residence, 
and other personal details that may be put to use to 
recognize them.

This information is usually obtained from 
credit bureaus, which maintain credit reports on 
individuals and businesses. Lenders use this in-
formation to evaluate a person’s creditworthiness 
and determine whether they are likely to repay a 
loan [21].

According to some criteria’s above, we found 
data in the platform “Kaggle” that would help us to 
explore them [22]:
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Table 1 – Research data options of applicant

Name of parameters Type
ID ID of applicant
CODE_GENDER Man and woman
FLAG_OWN_CAR Having a car or not
FLAG_OWN_REALTY Having house reality or not
CNT_CHILDREN Children Numbers
AMT_INCOME_TOTAL Annual Income
NAME_INCOME_TYPE Income Type
NAME_EDUCATION_TYPE Education
NAME_FAMILY_STATUS Marriage Condition
NAME_HOUSING_TYPE House Type
DAYS_BIRTH Age
DAYS_EMPLOYED Working Years
FLAG_MOBIL Having a phone or not
FLAG_WORK_PHONE Having a Work Phone or not
FLAG_PHONE Having a phone or not
FLAG_EMAIL Having an email or not
OCCUPATION_TYPE Occupation Type
CNT_FAM_MEMBERS Famliy Size

Table 2 – Research data options of applicant

Name of parameters Type

ID ID of applicant

MONTHS_BALANCE Applications account open month

STATUS Applicant status 

Feature engineering

Feature engineering is the process of creating, 
selecting, and transforming data into features that is 
usable to train a machine learning model. This pro-
cess involves extracting relevant features from raw 
data, selecting the right features to create a model, 

and transforming the data into the desired format. 
Feature engineering is an important step in the ma-
chine learning process, as it can significantly im-
prove the performance of a model by providing it 
with more relevant, meaningful, and useful features. 
We have done some transformations with the data in 
order to properly use the function [23].

Figure 5 – Some example to feature engineering



47

N.M. Koishybayeva et al.

IV, WOE: Concept and Application

IV, WOE calculations play a crucial part in ma-
chine learning. It is employed to ascertain the opti-
mal data split points by optimizing the information 
value of the split. It also helps to identify the key 
factors influencing the prognosis. In addition, the 
calculation is used to assess the effectiveness of the 
model and identify areas for improvement [24].

Weight of Evidence(WoE) is a statistical tech-
nique used to assess the strength of evidence for or 
against a hypothesis. It combines data from multiple 
independent sources to create a measure of the to-
tal evidence that is more powerful than any single 
source. The WoE measures how strongly the evi-
dence supports or refutes a hypothesis, and it is ap-
plicable for evaluating the precision of a decision or 
forecast [25].

            (1)

where  refers to the likelihood of an event tak-
ing place given the evidence, and is the proba-
bility of the event occurring without the evidence.

Information Value (IV) in ML is a measure of 
the predictive power of a given feature or set of fea-
tures. It measures how much additional information 
is revealed by a given feature, relative to what is al-
ready known. Information Value can help identify 
which features are most important for making pre-
dictions and optimize models. 

           (2)

The total IV value of a variable can be calculated 
by summing the difference between the conditional 
positive rate (CPR) and the conditional negative rate 
(CNR) for each category of the variable, weighted 
by the proportion of observations in each category 
[26]:

                      (3)

Table 3 – This table shows relationship between IV value and predictive power.

IV Ability to predict
<0.02 Almost no predictive power
0.02~0.1 weak predictive power
0.1~0.3 Moderate predictive power
0.3~0.5 Strong predictive power

>0.5 Predictive power is too strong, need to check variables

Results of predicting

As a result of the research, the most suitable model for making predictions the creditworthiness of the 
client should be proposed.

Table 4 – This table shows results of the models.

Name of model Accuracy score
Xgboost 0.94

SVM 0.59
Random forest 0.89

DT 0.83

In the table above, you can see what results 
the models showed when predicting. The an-
swer to the question of which model is best for 
predicting a client’s creditworthiness depends 

on several factors, like the scale and intricacy 
of the dataset, the type of data used (numerical, 
categorical, etc.) and the desired accuracy of the 
forecasts.
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                                              Figure 6 – Results of “DT”.                                               Figure 7 – Results of “random forest”

Figure 8 – Results of “SVM”.                      Figure 9 – Results of “Xgboost”

 Conclusion

The result of this research is: understanding the 
patterns that will help credit institutions predict the 
creditworthiness of a client; and build an accurate 

predictive model. For comparison, we have chosen 
such models as Random forest, DTs, SVM, Xgboost. 
The best results were obtained for the optimal Xg-
boost model. But this is not, of course, the point of 
inquiry. Since, depending on the choice of character-
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istics, the result may change, it is important to choose 
the right characteristics and build the model correctly.

Obtaining good outcomes is feasible by utiliz-
ing the models derived from the aforementioned 
experiments and possessing appropriate data. The 
credit strategy department of a bank or other lend-
ing institution may use such a model for decision 
speed. This will ultimately reduce the potential loss 

of revenue due to non-performing loans, which can 
be caused by clients who are unable to fully repay 
their debt repayments.

We believe that our results are not the end in this 
research, for future study more powerful models of con-
sumer behavior will be built that can be developed with 
machine learning methods, and are exploring further re-
finements and larger datasets in ongoing research.
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