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USING SYNTHETIC DATA TO IMPROVE DATA PROCESSING 
ALGORITHMS IN BUSINESS INTELLIGENCE

Abstract. The growing volumes of data require the development of effective methods for its pro-
cessing to solve practical problems. This study is devoted to the use of synthetic data to improve data 
processing algorithms in business analysis tasks. Synthetic data has a number of benefits, including in-
creasing the amount of data available to train models and ensuring privacy when working with sensitive 
financial and medical data. The paper examines the potential of synthetic data generated by CTGAN 
and TVAE methods for regression problems. The study uses two datasets–Health Insurance and Boston 
Housing–to evaluate the performance of machine learning models, such as linear regression, random 
forest, and gradient boosting. The results suggest that synthetic data can significantly improve algo-
rithm performance, especially for small or unbalanced datasets, although challenges remain in achieving 
quality comparable to real-world data. The study highlights the practical importance of synthetic data 
for optimizing business processes and opens up new opportunities for further study of data generation 
methods and their application.
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1. Introduction

In today’s world, where the volume of data is 
growing exponentially, synthetic data is becoming 
an essential tool for overcoming the limitations of 
data privacy and accessibility. Synthetic data is cre-
ated artificially, mimicking the properties of real 
data, which allows it to be used in the tasks of anal-
ysis, modeling and training algorithms without the 
risk of disclosing personal information.

There are many methods for generating synthet-
ic data, such as Conditional Tabular GAN (CTGAN) 
and Tabular Variational AutoEncoder (TVAE), 
which have proven to be effective approaches for 
processing tabular data [1], [2]. These methods al-
low you to create high-quality, synthetic datasets 
that preserve the basic properties of the original 
data, which is critical for prediction and classifica-
tion tasks. The literature emphasizes the importance 
of synthetic data in business intelligence and health-
care. Studies demonstrate their versatility and value 
for optimizing business processes [3], [4]. In addi-
tion, the potential of synthetic data in improving the 
accuracy of machine learning models by increas-
ing the amount of data available is highlighted [5]. 
However, despite the benefits, the challenges as-
sociated with synthetic data generation remain sig-
nificant. These include ensuring privacy, preventing 
attacks on data privacy, and keeping synthetic data 

consistent with real-world datasets. It is important 
that synthetic data meets the requirements of the 
tasks for which it is intended, making its use a reli-
able and effective tool. The purpose of this work is 
to evaluate the use of CTGAN and TVAE methods 
for generating synthetic data and their impact on the 
performance of machine learning models. Two da-
tasets were used for this purpose: Boston Housing 
and Health Insurance Dataset. The main attention is 
paid to their application for regression and optimi-
zation of business processes, as well as to the com-
parison of their effectiveness with real data.

2. Materials and Methods

2.1. Datasets
Two datasets were chosen for the study: Health 

Insurance Dataset and Boston Housing Dataset. The 
choice of these datasets was determined by several 
factors that are important for achieving the goals of 
the experiment. First, the two datasets differ in scope. 
The Health Insurance dataset contains 2700 lines, 
while the Boston Housing dataset includes only 507 
lines. The difference in size allows you to study the 
impact of data growth in different conditions, from 
medium-sized datasets to relatively small ones. This 
is critical because the real-world data that data sci-
entists encounter often has different scales. The abil-
ity to evaluate the effectiveness of methods on sets 
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of different sizes makes the study more comprehen-
sive. Secondly, both datasets are classic regression 
problems that are widely used in machine learning 
research. The Health Insurance Dataset presents pre-
mium data and includes a variety of characteristics 
that affect the cost of insurance, making it an excel-
lent example for analyzing risk factors. The purpose 
of the analysis of this dataset was to study the factors 
that affect premium rates and build models for their 
accurate prediction [6], [7].

The Boston Housing Dataset is a classic dataset 
for estimating housing values, including characteris-
tics such as crime rates in a neighborhood, distance 
from work centers, school quality, and many other 
socioeconomic and physical parameters. The goal of 
analyzing this dataset was to predict housing values 
based on various characteristics, which is a common 
task in economics and urban planning. The presence 
of various types of features in datasets, such as nu-
meric, categorical, and even Boolean data, allows 
us to explore how synthetic data generation meth-
ods cope with different types of information. This 
helps to identify potential problems and benefits of 
the approach, as well as draw conclusions about the 
applicability of synthetic data for specific types of 
business problems.

2.2. Generation of synthetic data
Two methods were used to increase the volume 

of original data: CTGAN (Conditional Tabular Gen-
erative Adversarial Networks) and TVAE (Tabular 
Variational Autoencoder) [8]. These methods were 
chosen because they have proven themselves in tab-
ular data generation tasks and can effectively repro-
duce the structure of the original data while ensur-
ing that it is realistic.

• CTGAN uses a generative adversarial network 
approach, which allows it to generate data that is 
similar in distribution to the original. This is espe-
cially important for simulating complex dependen-
cies between features.

• TVAE is a variant autoencoder designed to 
work with tabular data. It encodes the original data 
into a latent representation and then decodes it back 
to generate new synthetic instances, which also al-
lows for high accuracy of feature imitation [9], [10].

Experiments were conducted with different val-
ues for the number of learning epochs: 300, 1000, 
and 10,000 epochs. These values were chosen to 
evaluate the effect of training depth on the quality 
of the generated data and to determine the optimal 
training time for each method on the size of the orig-
inal dataset, which made it possible to assess how 
different amounts of added data affect the perfor-
mance of models. 

2.3. Regression models and the evaluation pro-
cess

Three regression algorithms were selected to eval-
uate the effectiveness of the generated synthetic data:

1. Linear Regression: Classical linear regression 
is a basic method for analyzing data. It makes it easy 
to interpret the results and is a good starting point 
for assessing data quality.

2. RandomForestRegressor: An ensemble meth-
od based on building multiple decision trees. This 
technique is well suited for handling unbalanced 
and noisy data, making it useful in conditions of 
data growth.

3. GradientBoostingRegressor: A powerful en-
semble algorithm that trains a series of decision trees 
to minimize error. This method was chosen because 
it often shows high accuracy on small samples, and 
it was important to see if synthetic data augmenta-
tion could improve its performance[11], [12].

The model evaluation process involved training 
and testing on the original data and then on the com-
bined datasets (original + synthetic data). Thus, it was 
possible to visually see how the synthetic increase in 
data affects the quality of the predictions. For each 
combination of the dataset, the synthetic data genera-
tion method and the regression algorithm, estimates 
were carried out using standard metrics such as MAE 
(Mean Absolute Error), RMSE (Root Mean Squared 
Error) and R². The results of the experiment made it 
possible to assess not only the change in the accuracy 
of predictions, but also to identify potential limita-
tions in the use of synthetic data to optimize big data 
processing in business processes.

The study created and evaluated synthetic da-
tasets using CTGAN and TVAE models, with the 
original datasets being health insurance rates (2,700 
rows) and Boston real estate data (507 rows). Re-
gression models, including linear regression, ran-
dom forest, and gradient boosting, were applied to 
both the source data and synthetic data generated at 
different numbers of epochs (300, 1000, and 10000). 
Below are the detailed results.

Performance measures obtained using synthetic 
and raw data for the health insurance betting data-
set show significant differences in model accuracy. 
When linear regression was applied to the original 
dataset, a coefficient of determination of R^2 of 
0.74 was achieved. However, for synthetic data gen-
erated using CTGAN, estimates ranged from 0.54 
at 300 epochs to 0.71 at 10000 epochs. The data 
generated by TVAE showed slightly better consis-
tency with estimates of 0.74, 0.73, and 0.68 for the 
300, 1,000, and 10,000 epochs, respectively, indi-
cating comparable performance to the original data 
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in some cases[13]. For the random forest model, 
the original data gave a high score of 0.93, whereas 
synthetic data from CTGAN and TVAE showed a 
decrease in performance, especially when using CT-
GAN at 300 epochs, resulting in a score of 0.61. In-
creasing the number of epochs improved the score 
to 0.80 and 0.88 for CTGAN and TVAE at 10000 
epochs, respectively. TVAE outperformed CTGAN 
overall for random forest, indicating its suitability 

to capture the necessary features to better predict 
the model. Gradient boosting showed similar trends, 
with a score of 0.88 for the original dataset, while 
CTGAN-generated datasets showed lower results, 
ranging from 0.58 to 0.78. However, TVAE was 
able to generate data that resulted in a comparable 
performance of 0.84 at 300 epochs, which shows 
promising results in terms of trait representation 
(see Table 1).

Table 1 – Results of regression analysis on the Health Insurance dataset

Count epochs Original 
Data Ctgan 300 Ctgan 1000 Ctgan 

10000 Tvae 300 Tvae 1000 Tvae 10000

Linear Regression 0.74 0.54 0.66 0.71 0.74 0.73 0.68
RandomForest Regressor 0.93 0.61 0.75 0.80 0.88 0.83 0.83
GradientBoosting Regressor 0.88 0.58 0.72 0.78 0.84 0.81 0.80

The Boston real estate dataset, consisting of 
507 rows, was also tested using the same approach. 
A linear regression model applied to the original 
dataset yielded an R^2 coefficient of determination 
of 0.71. In contrast, the synthetic data generated by 
CTGAN showed a decrease in performance, with 
estimates ranging from 0.41 at 300 epochs to 0.65 
at 10000 epochs. TVAE showed similar results, 
with the highest score of 0.63 at 10,000 epochs, in-
dicating that the quality of synthetic data improves 
with increasing training time, but still lags behind 
the original data in terms of model performance 
[14]. For the random forest, the original dataset 

yielded a score of 0.87, whereas synthetic data 
from CTGAN and TVAE showed performance 
degradation across all epochs, with the highest 
score of 0.77 for both models at 10,000 epochs. 
This suggests that while increasing the number 
of epochs improves the quality of synthetic data, 
there remains a gap compared to the use of real 
data. Results for gradient boosting showed an R^2 
coefficient of determination of 0.89 for the original 
dataset. Synthetic datasets generated by CTGAN 
and TVAE showed lower performance, with the 
highest scores of 0.77 and 0.70 at 10000 epochs, 
respectively (see Table 2).

Table 2 – Results of regression analysis on the Boston Housing dataset

Count epochs Original 
Data Ctgan 300 Ctgan 1000 Ctgan 

10000 Tvae 300 Tvae 1000 Tvae 10000

Linear Regression 0.71 0.41 0.57 0.65 0.58 0.50 0.63
RandomForest Regressor 0.87 0.47 0.60 0.77 0.75 0.63 0.72
GradientBoosting Regressor 0.89 0.44 0.63 0.77 0.75 0.62 0.70

3. Results

The results for both datasets suggest that while 
the synthetic data generated by CTGAN and TVAE 
may approach the performance of the original data-
set to a certain extent, a performance gap remains, 
especially for complex models such as random for-
est and gradient boosting [15]. The figure shows a 
comparison of R² coefficients of determination for 

linear regression, random forest, and gradient boost-
ing models trained on source and synthetic data 
for the Health Insurance dataset (Figure 1). As you 
can see from the graph, TVAE shows better perfor-
mance than CTGAN in most cases, especially when 
increasing the number of epochs to 10,000. How-
ever, the performance of the synthetic data is still 
lower than that of the original data, which is con-
firmed by the results on all models.



47

A. Dildabek, Z. Abdiakhmetova

Figure 1 – Compare the performance of machine learning models on source  
and synthetic data for the Health Insurance dataset

The following image shows the results for the 
Boston Housing dataset (Figure 2). Similar to the 
first dataset, TVAE performed more consistently, 
but the performance of the synthetic data was in-
ferior to the original for all three models. Complex 
models such as gradient boosting are particularly 
sensitive to data quality, as evidenced by the marked 
decrease in the R² coefficient of determination when 
using synthetic data generated by CTGAN.

These results highlight that the effectiveness of 
synthetic data is highly dependent on the generation 
methods used and the number of training epochs. In-
creasing the number of epochs results in improved 
performance, as can be seen in both graphs. How-
ever, to close the performance gap, it may be nec-
essary to further optimize data generation methods, 
including CTGAN and TVAE, as well as study how 
to adapt them to specific regression tasks.

Figure 2 – Compare the performance of machine learning models on source  
and synthetic data for the Boston Housing dataset
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4. Discussion

The results of this study highlight the impor-
tance of synthetic data for regression tasks and dem-
onstrate the potential of CTGAN and TVAE meth-
ods in reproducing complex relationships between 
traits. However, despite the successes achieved, the 
productivity gap between the raw and synthetic data 
indicates the need for further optimization and adap-
tation of generation methods [16].

In future research, it is important not only to 
continue to improve existing methods, such as 
CTGAN and TVAE, but also to consider applying 
other approaches, including hybrid models or al-
gorithms adapted to specific data types. Expand-
ing the work to classification problems seems to 
be a promising direction, since it will allow us to 
study how synthetic data can be applied to more 
complex scenarios and tasks other than regression 
[17], [18]. The addition of new datasets with di-
verse structures and feature types will also con-
tribute to a deeper understanding of the capabili-
ties and limitations of synthetic data generation 
methods.

In addition, examining the impact of various 
characteristics of the source data, such as class 
imbalances, sample size, and dependency com-
plexity, can help develop methods that better 
account for these aspects. Thus, expanding the 
range of tasks and methods will not only increase 
the applicability of synthetic data in machine 
learning, but also improve their quality, making 
them a more reliable tool for real-world scenarios 
[19], [20].

5. Conclusion

In the course of this study, the use of synthetic 
data generated by various methods for regression 
tasks was evaluated. The results demonstrated that 
synthetic data have the potential to overcome the 
limitations of real data, especially in cases where 
access to real data is difficult due to confidentiality 
concerns or insufficient data [21]. Synthetic data has 
proven to be a promising tool for expanding datasets 
and improving machine learning models. However, 
important quality issues remain, including the po-
tential for loss of key relationships and the introduc-
tion of random noise. These aspects require further 
optimization of generation methods and careful 
verification of the data obtained before using it [23].

As such, synthetic data can be a reliable solu-
tion for applications where privacy and scalability 
are needed, but further work is needed to improve 
its quality and versatility.
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