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Abstract. Stroke, a major global health concern, is characterized by sudden neurological deficits and 

impaired cerebral function. Advancements in technology and the integration of medical records offer 
opportunities to enhance stroke care and diagnosis. By mining and analyzing electronic health records, 
valuable insights into the interdependencies of stroke risk factors can be gained, aiding in prediction. 
This research provides a comprehensive review of the application of machine learning classifiers in 
stroke prediction, considering various techniques, features, and performance measures utilized in previ-
ous studies. The novelty of this work is to emphasize the potential of machine learning classifiers in im-
proving stroke prediction, with a focus on feature selection, data pre-processing, and model evaluation. 
The aim is to shed light on the strengths and limitations of different classifiers, including Decision Trees, 
AdaBoost, and Gradient Boost, and their performance metrics in stroke prediction. By achieving this 
goal, effective stroke risk assessment models can be developed, leading to improved patient outcomes 
through early intervention and targeted preventive measures. The findings reveal that machine learning 
classifiers, particularly AdaBoost and Gradient Boost, show promising performance in stroke predic-
tion. These classifiers demonstrate high recall rates and balanced F1 scores, indicating their efficacy in 
identifying individuals at risk of stroke. This research contributes to the growing body of knowledge in 
stroke prediction and highlights the potential of machine learning techniques in enhancing stroke care. 
The integration of machine learning classifiers with stroke prediction holds great promise in improving 
patient outcomes. By harnessing the power of electronic health records and utilizing appropriate tech-
niques and features, healthcare providers can enhance their ability to identify and intervene in stroke 
cases, ultimately leading to better preventive measures and care strategies.
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1. Introduction

Stroke is an acute cerebrovascular disease char-
acterized by focal neurological deficits and global 
cerebral impairments. It develops suddenly as a 
result of disrupted cerebral blood circulation, last-
ing for at least 24 hours. The care and diagnosis of 
strokes could be improved with technological im-
provements and the integration of medical records. 
Caregivers can learn important information about the 
interdependency of risk variables for stroke predic-
tion by methodically mining and analyzing electronic 
health records. Stroke accounted for roughly 5.5% 
of all deaths worldwide in 2019 [1], according to the 
Global Burden of Disease Research. Notably, in the 
Southeast Asian and Western Pacific areas, stroke ac-
counted for more than 40% of all noncommunicable 
disease fatalities [2]. Hypertension, diabetes, smok-
ing, obesity, physical inactivity, and a poor diet are 
all common risk factors for stroke. Stroke imbal-
ances are worsened by socioeconomic variables such 

as low education and restricted access to healthcare 
[3]. For example, O’Donnell et al. [4] discovered that 
modifiable variables account for 90% of the global 
risk of stroke. Prevention techniques emphasize risk 
factor reduction through public health programs and 
community-based interventions. Stroke prevention 
has benefited from efforts to manage hypertension, 
encourage smoking cessation, and enhance nutrition 
and physical exercise [5]. Stroke has a substantial 
worldwide health impact, with regional differences 
in incidence, risk factors, preventative initiatives, 
and therapeutic techniques. Implementing effective 
stroke preventive programs and increasing access to 
high-quality care are critical to lowering the global 
burden of disease. In such circumstance, machine 
learning can play a critical role in accurately and ef-
ficiently predicting at a lesser cost. For many years, 
several machine learning classifiers have been uti-
lized in medical disciplines to perform proper analy-
ses and predict appropriate outcomes based on pat-
terns in large, unbalanced datasets. 
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Machine learning techniques have showed prom-
ise in the realm of healthcare due to their ability to 
anticipate and detect disorders such as stroke. The 
purpose of this literature review is to examine the use 
of machine learning classifiers in stroke prediction by 
analyzing the various techniques, features, and per-
formance measures used in previous researches. Sev-
eral machine learning classifiers, including Logistic 
Regression, Support Vector Machines (SVM), Ran-
dom Forests, Artificial Neural Networks (ANN), and 
Gradient Boosting Algorithms, have been employed 
in stroke prediction [6,7]. Each classifier has advan-
tages and disadvantages that determine its appropri-
ateness for stroke prediction.

Demographic data, medical history, clinical ex-
ams, laboratory test results, and neuroimaging find-
ings have all been used in studies to predict stroke. 
Some researches [8] have also included genetic data 
and lifestyle variables. Model performance and 
generalizability are heavily reliant on feature selec-
tion and preprocessing. Machine learning classifier 
performance in stroke prediction is often measured 
using measures such as accuracy, sensitivity, speci-
ficity, area under the receiver operating characteris-
tic curve (AUC-ROC), and F1 score. To test model 
generalizability, cross-validation approaches such 
as k-fold cross-validation are often used. External 
validation with separate datasets is required to vali-
date the classifiers’ robustness. Machine learning 
classifiers’ effectiveness in stroke prediction differs 
among researches. Several classifiers, on the other 
hand, routinely obtain high accuracy and AUC-
ROC values. SVM, Random Forests, and ANN, for 
example, have shown promising results in reliably 
predicting stroke risk based on various datasets and 
feature combinations [9]. The specific performance 
of each classifier is determined by the dataset prop-
erties, feature quality, and study population. 

The Decision Tree classifier is a well-known 
and effective machine learning technique that may 
be used for both regression and classification ap-
plications [10]. It is a non-parametric supervised 
learning approach that builds a tree-like model to 
predict outcomes based on a set of decision rules 
derived from training data. It partitions the feature 
space recursively based on the values of input fea-
tures. Each partitioning is established by picking the 
most informative characteristic that divides the data 
the best. This procedure is continued until a stop-
ping requirement, such as a maximum tree depth or 
a minimum number of samples in each leaf node, is 
fulfilled [11].

Adaptive Boosting (AdaBoost) is a well-
known and effective ensemble learning approach 

for classification tasks. It is very useful in inte-
grating weak classifiers into a strong classifier 
to improve their performance. Yoav Freund and 
Robert Schapire invented AdaBoost in 1996 [12]. 
The main idea of the classifier is to train several 
weak classifiers consecutively, with each succes-
sive classifier focusing on misclassified examples 
from prior classifiers. AdaBoost’s ability to adap-
tively focus on difficult examples during train-
ing iterations can enhance stroke detection per-
formance [13]. By combining the predictions of 
multiple weak classifiers, it can effectively cap-
ture complex relationships between features and 
the presence of stroke.

Another powerful classifier is the Gradient 
Boost, which is extension of AdaBoost. Gradient 
Boosting, as opposed to AdaBoost, works by suc-
cessively adding weak classifiers to minimize a loss 
function by gradient descent [14]. The approach it-
eratively fits the weak classifiers to the loss func-
tion’s negative gradient, increasing the overall mod-
el’s performance with each iteration.

Our study aims to provide a comparative anal-
ysis of various stroke prediction factors and tech-
niques by three different models as Decision Tree, 
AdaBoost, Gradient Boost. Above mentioned ma-
chine learning techniques will be used to look for 
fresh insights into stroke risk factors and develop 
trustworthy predictive models. Therefore, these 
findings contribute to the existing body of knowl-
edge and provide new avenues for early stroke de-
tection and prevention. By statistical analysis ap-
proach there can be visible decisions to significantly 
improve patient outcomes and reduce the burden of 
stroke on people and healthcare systems.

2. Materials and Methods

The overview of the proposed methodology is 
illustrated in Fig. 1. The dataset is pre-processed in 
the first phase. After conducting statistical analy-
sis on a clean dataset, the subsequent findings and 
results provide valuable insights into the relation-
ships and patterns within the data, emphasizing the 
importance of data cleanliness in ensuring the ac-
curacy and reliability of statistical analyses. In the 
second phase, the pre-processed dataset is fed into 
multiple machine learning algorithms, enabling the 
exploration and application of various computation-
al techniques to extract meaningful patterns, predict 
outcomes, and derive insights from the data. The 
output of the models is then examined using various 
metrics in the third phase. In the last step, the model 
with the best accuracy is identified.
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Figure 1 – Overview of the proposed methodology

The dataset includes medical risk variables that 
have been linked to stroke. These factors include, 
among others, hypertension, cardiac disease, smok-
ing status, and body mass index (BMI), age, etc. 
The existence of missing BMI values in the dataset 
highlights the difficulties in data collecting and data 
quality. Missing data can be caused by a variety of 
circumstances, including incomplete survey replies, 

technological problems during measurements, or 
participant noncompliance. In this situation (Fig. 
2) the dataset had 201 missing BMI values, which 
had to be handled in order for the analysis to be ac-
curate. During the preprocessing stage, the missing 
BMI data were replaced with a value of 0. While this 
strategy appears to be simple and easy, it is critical 
to recognize the potential consequences.

 

                                                            (a)                                                                                          (b)

Figure 2 – (a) Information about dataset; (b) missing data
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There are several steps involved for each clas-
sification method after data pre-processing. The pro-
cess of constructing a decision tree involves several 
key steps. Firstly, feature selection is performed to 
identify the most relevant features, enhancing accu-
racy and interpretability. Next, the dataset is parti-
tioned into a training set and a testing set for model 
evaluation. The decision tree is then constructed 
recursively, selecting the best features based on a 
specified criterion. Pruning techniques can be ap-
plied to address overfitting, improving the tree’s 
predictive performance. Visualization of the deci-
sion tree provides insights into decision rules and 
feature hierarchy. Evaluation metrics are employed 
to assess the model’s performance on the testing set. 
Hyperparameters are refined to optimize the deci-
sion tree through techniques like cross-validation or 
grid search. Finally, the trained and refined decision 
tree can be deployed for prediction on new data, 
employing the learned decision rules. This compre-
hensive process ensures the effective utilization of 
decision trees for classification tasks. 

The AdaBoost algorithm involves a series of 
steps to train and utilize weak classifiers for stroke 
detection. Initially, weak classifiers such as deci-
sion stumps or trees are selected as base models and 
trained on equally weighted subsets of the data. The 
AdaBoost algorithm is then applied iteratively, where 
each weak classifier is trained on a weighted train-
ing set and evaluated based on its performance. Mis-
classified samples receive higher weights, while cor-
rectly classified samples receive lower weights. The 
predictions of multiple weak classifiers are combined 
through weighted voting, with each weak classifier’s 
weight determined by its performance. The final pre-
diction is made by aggregating the weighted predic-
tions. The trained classifier is evaluated on a separate 
testing set using various evaluation metrics like ac-
curacy, precision, recall, F1 score, and AUC-ROC. 
Hyperparameters, such as the number of weak clas-
sifiers and the learning rate, can be tuned using tech-
niques like cross-validation or grid search to optimize 
the model’s performance. Additionally, AdaBoost 
provides insights into feature importance through the 
weights assigned to weak classifiers, allowing for in-
terpretation of the model and identification of influen-
tial features in stroke prediction.

The Gradient Boosting algorithm follows a 
sequential process to build an ensemble of weak 
classifiers. Initially, a simple model like a deci-
sion stump or shallow decision tree is initialized as 
the first weak classifier. The weak classifier is then 
trained on the training data, and its predictions are 
computed. Next, the residuals, which represent the 

differences between the predicted and actual target 
values, are calculated for each sample in the training 
set. Subsequently, additional weak classifiers are 
added to the ensemble one by one. Each new clas-
sifier is fitted to the negative gradient (residuals) of 
the loss function, focusing on the samples that were 
not well predicted by the previous classifiers. The 
new weak classifier is integrated into the ensemble 
by combining its predictions with the predictions of 
the previous weak classifiers, weighted by the learn-
ing rate. This iterative process continues for a speci-
fied number of iterations or until a stopping criterion 
is met. Finally, the final prediction is made by ag-
gregating the predictions of all the weak classifiers 
in the ensemble.

Model evaluation for stroke prediction with 2 
classes using machine supervised learning involves 
assessing the performance of the model on the test 
set using appropriate metrics [15]. Confusion matrix 
is a table that shows the number of true positives, 
true negatives, false positives, and false negatives 
for each class. A confusion matrix for multi-class 
classification with labels 0 (non-stroke) and 1 
(stroke) would look like Fig. 3. True positives (TP) 
are the number of samples that are correctly classi-
fied as positive for a particular class. For example, 
the number of samples that are actually has stroke 
(label 1) and are correctly classified as stroke pa-
tients (predicted label 1). True negatives (TN) are 
the number of samples that are correctly classified 
as negative for a particular class. For example, the 
number of samples that are actually has no stroke 
(label 0) and are correctly classified as not being 
stroke patient (predicted label not 1). False posi-
tives (FP) are the number of samples that are incor-
rectly classified as positive for a particular class. 
For example, the number of samples that are actu-
ally healthy (label 0) but are misclassified as stroke 
patient (predicted label 1). False negatives (FN) are 
the number of samples that are incorrectly classified 
as negative for a particular class. For example, the 
number of samples that are actually stroke patients 
(label 1) but are misclassified as not having stroke 
(predicted label not 1).

The TP, TN, FP, and FN values can be used to 
calculate various performance metrics, such as pre-
cision, recall, and F1 score, for each class. Preci-
sion is the proportion of correctly predicted positive 
samples out of all predicted positive samples. It is 
useful when the cost of false positives is high. Preci-
sion calculated according to the following formula:
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Figure 3 – Confusion Matrix

The TP, TN, FP, and FN values can be used to 
calculate various performance metrics, such as pre-
cision, recall, and F1 score, for each class. Preci-
sion is the proportion of correctly predicted positive 
samples out of all predicted positive samples.

F1 score is the harmonic mean of precision and 
recall and is useful for imbalanced datasets where 
both false positives and false negatives are impor-
tant. F1 score calculated according to the following 
formula:

2.1. Statistical Analysis
The qualitative and quantitative analysis were 

evaluated for open access stroke disease dataset 
which contains various medical and lifestyle fea-
tures of individuals, including age, hypertension, 
heart disease, smoking status, and more. The data it-
self is a sample of big population and used to gener-
alize the whole population. Understanding the intri-
cate relationships between age, gender, geography, 
and various health factors in stroke occurrences is 
crucial for developing targeted preventive measures 
and improving patient outcomes. The findings dis-
cussed in this article provide valuable insights into 
these connections, enabling healthcare professionals 
and researchers to refine strategies that aim to re-
duce the burden of strokes on individuals and com-
munities. By prioritizing stroke prevention efforts 
and implementing tailored interventions, we can 
make significant strides in minimizing the impact of 
strokes and improving overall public health. Corre-
lations between features were obtained for multivar-
iate analysis of values. As it is seen from Fig. 4 age, 
hypertension and average glucose level affected to 
disease, whereas body mass index had less contri-
bution to stroke. Correlation obtained by heatmap 
function only shows linear correlation, therefore the 
values could be smaller than expected.

Figure 4 – A Correlation Heatmap
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Individuals who have had a stroke are frequently 
beyond the age of 40, with the average age being 
67.73, according to the statistics shown in the fig-
ure. Furthermore, a close analysis of the right and 
left graphs reveals a continuous pattern showing 
that the risk of stroke increases with age. Notably, 
those aged 70-80 had the largest number of stroke 
cases, accounting for 88 people, or roughly 35% of 
all stroke cases. Fig. 5 shows a strong relationship 
between age and the chance of having a stroke. As 
you become older, your chances of having a stroke 
increase. This research emphasizes the significance 
of age as a risk factor for stroke. With a mean age of 
67.73 years for stroke patients, it is clear that strokes 

mostly impact people in their late 60s and beyond. 
This information is useful for healthcare profession-
als since it highlights the need for specific preventa-
tive actions and medications for older people. 

Recognizing the significant influence of age on 
stroke prevalence is critical for healthcare practitio-
ners and policymakers. Understanding the constant 
pattern depicted in the image allows for the develop-
ment of age-specific measures to reduce the risk of 
stroke among the elderly. Implementing preventa-
tive measures, such as promoting healthy lifestyles 
and frequent medical check-ups, may be particularly 
beneficial for those in their 70s and 80s, who ac-
count for the majority of stroke occasions. 

Figure 5 – Relation between age and stroke

Fig. 6 demonstrates an intriguing gender-based 
finding about the age at which people are at danger of 
having a stroke. According to the research, the majority 

of stroke cases in men occur after the age of 40. Women, 
on the other hand, have had strokes before the age of 40 
in certain circumstances (specifically, 8 occurrences). 

Figure 6 – Age distribution by gender for stroke and non-stroke patients 
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A comparable structure emerges in Fig. 7, which 
represents average BMI levels. Individuals with and 
without a history of stroke had comparable fluctua-
tion patterns. The most common BMI range record-

ed in both groups is between 25 and 35. This shows 
that people in this age group are more common in 
this study’s population, without regard for stroke 
incidence.

Figure 7 – Distribution of stroke and non-stroke patients by glucose level and BMI

3. Results

The dataset was divided into training and testing 
sets by 75%/25% ratio to evaluate the classifiers’ 
performance.

The Decision Tree classifier achieved 0.95 pre-
cision, 0.96 recall, and 0.95 F1 score. AdaBoost and 
Gradient Boost, on the other hand, generated bet-
ter recall scores of 0.99 but maintained precision at 
0.95. Both AdaBoost and Gradient Boost had an F1 
score of 0.97, showing a balanced performance be-
tween precision and recall.

Although effective with excellent precision and 
recall, the Decision Tree classifier falls somewhat 
short of AdaBoost and Gradient Boost. Both Ada-
Boost and Gradient Boost had excellent recall rates 

of 0.99, indicating their capacity to properly detect 
stroke patients. This is particularly crucial in stroke 
prediction, where the objective is to decrease false 
negatives and identify potential dangers as early as 
possible.

In Fig. 8 examined the performance of AdaBoost, 
Gradient Boosting, and Decision Tree classifiers us-
ing precision-recall curve analysis. AdaBoost and 
Gradient Boosting consistently outperformed, with 
comparable patterns in the precision-recall curves. 
The Decision Tree classifier, on the reverse, reacted 
differently, preferring stronger recall at the expense 
of poorer precision. The findings may be used to 
help them choose a classifier, taking into account the 
trade-offs between precision and recall according to 
the unique needs of their classification tasks.
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Table 1 – Performance of proposed model

Model Precision Recall F1 score
Decision Tree 0.95 0.96 0.95

AdaBoost 0.95 0.99 0.97
Gradient Boost 0.95 0.99 0.97

Figure 8 – Precision-Recall curves for all classifiers

4. Discussion

Furthermore, AdaBoost and Gradient Boost’s 
F1 scores represent a harmonic combination of ac-
curacy and recall, suggesting their capacity to pro-
duce correct predictions while minimizing both 
false positives and false negatives. This balanced 
performance is critical in stroke prediction models 
since both underestimation and overestimation of 
risk can have disastrous consequences. 

Addressing problems and confirming the efficacy 
of these classifiers in real-world clinical situations, 
on the other hand, is critical. Continued research and 
development in this sector have the potential to trans-
form stroke risk assessment and patient outcomes.

5. Conclusions

This research work based on stroke dataset pro-
vided a comprehensive findings according to sta-
tistical analysis and classification task. During the 
correlation analysis it was observed that age, hyper-
tension, heart disease has more affection on stroke. 
On top of that, age and BMI demonstrated remark-
able dependence.  By exploratory   data    analysis, 
the average age of patients having stroke is 67-68
ears. As the analysis showed, AdaBoost and Gra-

dient Boosting classifiers examined higher perfor-
mance in contrast to Decision Tree classifier. As it 
is known, Gradient Boosting is modified version of 
AdaBoost, therefore their similar results are under-
standable. Machine learning classifiers have 
demon-strated promise in stroke prediction by 
combining various features and powerful methods. 
They can help with stroke risk assessment, 
allowing for early intervention and preventative 
actions.
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