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USING NEURAL NETWORKS  
FOR DEMOGRAPHIC PREDICTION

Аbstract. Currently, the big problem or opportunity is the collection and correct processing of data. Us-
ing a large amount of reliable data, as well as several types of data processing methods, it is possible to 
optimize many processes and the allocation of funds. Now, many neural networks are used throughout 
the Internet, an example of this is the use of neural networks to predict sales in retail. This method saves 
resources for analysts, speeds up work and provides round-the-clock monitoring, so it is possible to 
perfect sales in the market. This article also discusses the way of using a neural network to predict popu-
lation demographic growth using neural networks. The proposed system should help perfect the distri-
bution of funds and reduce the cost of demographic analysis. The article also discusses several methods 
of training a neural network to achieve this result. As a result of this research, it was possible to create a 
neural network model with a prediction accuracy of 99.7 percent. It is worth noting that testing occurred 
with the data we collected, and the accuracy may not be as accurate when used with other data. 
Key words: Machine Learning, Deep Learning, Artificial Intelligence, Data Analysis, Big Data. 

1 Introduction

Nowadays, we are accustomed to solving many 
problems using statistics, and when doing this we 
do not always realize that we are using statistics, 
for example, in the morning when leaving home for 
work, we look in map applications for what period 
we can now get to work. This is one of the most 
common examples of use, applications that calculate 
and show you the current time use a large number of 
algorithms, and some of them have begun to switch 
to the use of neural networks, because thanks to the 
training of the neural network, the assumption of the 
given time is more accurate and cheaper.

At the moment, a large amount of analytical or 
statistical work is performed by workers manually. 
That is, the creation of reports, assumption of sales 
growth, analysis of population growth and many 
other examples are performed by trained, highly 
paid employees. This leads to large resource and 
time costs in developing a future analysis and plan. 
At the same time, this analysis process is extremely 
necessary, since without careful planning and data 
analysis it is hardly possible to achieve success in 
a competitive environment. After all, by analyzing 
the available data, we find patterns and using them 
correctly, we adjust the plan or give results about any 
expected growth. It turns out that this expensive and 
resource-intensive element is necessary in the work 
process but needs to be optimized and improved.

However, now you can find the use of neural 
networks everywhere in different industries, 
sometimes this solution can be found in very 
unexpected tasks and industries. Neural networks 
are a technique in artificial intelligence that trains 
computers to process information in an equivalent 
way to the human brain. They fall under the category 
of deep learning, which uses interconnected 
nodes or neurons organized in a layered structure, 
similar to the structure of the human brain. These 
neural networks form an adaptive system in which 
computers learn from their mistakes and continually 
improve their performance. Thus, artificial neural 
networks strive to solve complex problems such as 
information compression or face recognition with 
increased accuracy.

High accuracy of the assumption of a particular 
result is achieved by careful sampling of data, 
as well as a well-prepared training model in 
which dependencies important for the result are 
determined in the data for training and testing. 
Also, to obtain a more accurate result when training 
a neural network, it is necessary to determine the 
exclusion factors or cases that fall outside the main 
data flow and understand the reason for the data 
exception.

The use of neural networks has fundamentally 
changed the processes of application development, 
data analysis and in many different industries. This 
has allowed the emergence of new directions in the 
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IT industry such as “Machine Learning,” and a new 
type of optimization of work with data. It is also 
noteworthy that the use of these methods seems 
expensive but brings great profits to companies and 
can help in some very unexpected industries.

There are several reasons for this, the main one 
of which is that this method of solving problems, 
that is, the use of neural networks or artificial 
intelligence, makes production in the future 
many times cheaper, because training, testing and 
universally using a neural network or artificial 
intelligence is many times cheaper than maintain a 
whole team of workers for this.

In conclusion, the article examines the way to 
use neural networks to solve problems in statistical 
fields; to be more precise, we will consider the use 
of neural models in analysis and training of neural 
networks to create predictions about demographic 
growth. We will also analyze articles related to our 
topic and other solutions to this problem.

1.1 Paper organization
This article will consider the use of neural 

networks for data analysis and forecasting 
demographic growth. It will also consider the use 
of neural networks in other areas and compare the 
result of this research with other existing similar 
analogues.

In the second chapter, we will explore the use 
of neural networks for similar purposes and the 
different approaches to using neural networks.

The third section introduces the very concept 
of neural networks and examines different methods 
and models for training neural networks. Also, this 
chapter compares the used models of training neural 
networks.

The fourth section proposes to consider the 
use of neural networks in optimizing demographic 
analysis and predicting demographic growth. This 
part discusses the complete development cycle of a 
neural network model. Which begins with collecting 
the required amount of data and training a neural 
network on this data using different methods and 
models, among which you can see models such as 
“Random Forest.” 

The fifth section discusses the results of 
testing the work performed and comparing 
it with existing analogues. Not only is the 
prediction accuracy of the model compared, but 
also the relevance and necessity in a competitive 
environment of use.

The last chapter of the article describes the result 
of the study, which is based on the study itself.

Research contributions

Optimization of time and resource costs of 
analytical work during studies of demographic 
growth. We offer a web application that will make 
demographic analysis using a neural network 
accessible to everyone. Which will entail a 
more competent distribution of funds and timely 
preparation of the resources and benefits necessary 
for the population. Why web application? Since 
today most of the population has access to the global 
network, that is, the Internet, and by creating a web 
application, we will give each of them access to our 
application.

A new way to use population growth analysis. 
At the moment, demographic analysis is used 
only by states or large companies, but using 
the solution presented in this article, the results 
of demographic analysis can also be used by 
small/medium businesses, and thanks to a more 
detailed consideration of demographic growth and 
assumptions about subsequent growth, it will be 
possible to more accurately and better stimulate 
economic growth.

2 Related literature

Recently, there has been a great development in 
the field of machine learning in a very short period, 
making the widespread use of neural networks 
profitable and necessary for competitiveness. The 
purpose of the first article [1], that we will consider 
is to assume demographic information by collecting 
data from customer mobile applications, based on 
the fact that in our time almost every person has a 
mobile phone, it was assumed that data collection 
would be very successful. Thanks to this, they 
collected the necessary data from 5,000 users 
and trained a neural network with a CNN model 
on the collected data. Based on the results of the 
comparative experiment, the predictive effect of our 
model is also better than the effect of three classical 
machine learning algorithms.

The following article [2] examines the problem 
of student dropouts and proposes to predict the 
chance of a student dropping out by training a 
model that would take the necessary demographic 
data of students and based on this data would 
issue a verdict. For this work, they used a learning 
model called “Random Forest” and prepared three 
different datasets. With this solution, it is expected 
to predict the performance of students before they 
drop out.
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The third article [3] that we selected for 
analysis of similar literature talks about modular 
neural networks. Their types and key features and 
advantages are discussed, as well as a comparative 
analysis between them. More in this article, we 
describe a number of neural networks based on 
self-organizing Kohonen maps and which can be 
successfully used to identify dynamic objects, and 
also describe new ones that have been developed 
and successfully used to identify dynamic objects. 

The article [4] proposes a new method for 
crowd counting using background-elimination 
convolutional neural network in scenes with uneven 
population distribution. First, the image is divided 
into blocks, where the network detects the presence 
of a crowd in each block, excluding background 
noise. Special convolutions are then used to estimate 
crowd density. Experiments on two datasets confirm 
the superiority of this method compared to existing 
approaches.

The article [5] outlines a new crowd counting 
method based on cooling convolutional neural 
networks. The method uses various filters to more 
accurately measure the number of people in the 
scene, ensuring the safety of the cameras. It also 
applies an appropriate training strategy, including 
the use of 1x1 filters to speed up training and reduce 
model parameters. Experimental results show that 
this method outperforms seven popular algorithms 
on three public datasets, improving counting 
accuracy by 7% and 8%.

Our next paper [6] directly addresses our research 
topic. Article [6] discusses the significance and 
application of deep learning in crowd counting and 
population density estimation problems in computer 
vision. She describes the limitations of traditional 
methods, such as manual feature extraction and 
model complexity, and discusses the advantages of 
deep learning methods such as CNN and RNN on 
these tasks.

The paper [7] is also closely related to our 
research topic and presents a new method for 
counting population in dense scenes using a deep 
perception network. It proposes a framework to 
train a model end-to-end using multi-scale kernels 
to capture semantic information about the context 
of an image. This method adaptively encodes the 
scale of context information needed to accurately 
predict population density. The results show that 
the proposed algorithm outperforms existing crowd 
counting methods, especially when the perspective 
effect is strong.

Also, for a better understanding of the 
construction of different learning models, we also 

looked for scientific articles in which models are used 
in scientific practice. For a better understanding of 
how Linear Regression works, we read the articles:

Article [8] compares the accuracy of innovative 
linear and logistic regression algorithms for 
groundwater level detection. The new linear 
regression algorithm achieved an accuracy of 
93.27%, surpassing the accuracy of the logistic 
regression algorithm (86.5%).

Article [9] shows that sparse linear regression 
with elastic net regularization successfully decodes 
signals from neural populations. In a study on 
real-world electrocorticography (ECoG) data, the 
elastic net achieved high accuracy in detecting hand 
grip and cursor movement, outperforming other 
regression methods. This indicates the potential of 
using this method in brain-computer interfaces.

Article [10] uses the multiple linear regression 
method on data on CPI, money supply and retail 
trade volume for the period from December 2019 to 
September 2020. The results indicate high accuracy 
in predicting CPI when using money supply and 
retail trade volume as independent variables. This 
confirms the influence of these factors on consumer 
prices in China.

Article [11] presents a forecast of demand for 
bicycle rentals in the Capital Bike share program in 
Washington DC using random forests and multiple 
linear regression. First, a multiple linear regression 
model was built, but it turned out to be less accurate. 
Then, a random forest model was proposed, which 
greatly improved the demand forecasting accuracy.

Also, for a deeper understanding of the use of 
Random Forest model in scientific practice:

Article [12] proposes a method for classifying 
and identifying network traffic based on random 
forest algorithm in software-defined networks 
(SDN). In the context of the development of 
machine learning, its application to the classification 
of network traffic is becoming a new direction of 
research. The paper presents a method based on 
random forest, which lets you effectively classify 
traffic with high accuracy and ensures the efficiency 
and stability of processing large volumes of data.

Article [13] proposes the use of genetic algorithm 
to optimize concrete frame structures using improved 
random forest. The quality of structures is assessed 
based on the relative dynamic modulus of elasticity. 
The results show that the proposed random forest 
model achieves high prediction accuracy and better 
fit, making it an effective tool for predicting concrete 
frame structures.

Article [14] proposes an improved random forest-
based classification method using hybrid cluster 
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selection. The proposed approach considers the 
random forest model diversification to improve the 
classification quality. As a result of the development 
of a clustering method for selecting base classifiers 
using the Dunn index, as well as a hybrid method 
for selecting clusters based on hierarchical and 
k-medoid clustering, the effectiveness of the 
proposed approach was confirmed.

Article [15] evaluates the application of a random 
forest model for forest fire forecasting on the island 
of Borneo based on climate data. The study shows 
that the model can successfully represent wildfire 
events on this island.

Analyzing the above-mentioned studies, we 
can understand that the demand for the use of 
neural networks in various areas is extremely high, 
and the use of demographic data in this area is 
profitable and convenient, since this type of data is 

not personal and is not under any legal protection, 
that is they are convenient for use in research. 
Moreover, we see that neural networks are used in 
various fields, even in education, and it can bring 
very good results. Also, during the analysis of the 
literature, it was possible to find out what types of 
models are recommended to be used in certain data 
conditions.

3 Neural networks

Neural networks are a powerful tool in the field 
of artificial intelligence, developed by analogy with 
the workings of the human brain. They are used to 
process information, identify patterns in data, and 
make decisions, making them a sought-after tool 
in various fields such as machine learning and data 
analytics.

 

Figure 1 – Visualization of the structure and operating principle of neural networks 

Neural networks are built on the principle of 
interconnected and interacting neurons combined 
into layers. The basic components of a neuron 
include inputs, weights, adder, activation function, 
and output. Neuron layers are usually divided into 
input, hidden and output.

- Input Layer: Receives input data.
- Hidden layers: Perform calculations and 

discover patterns in data.
- Output layer: Provides results or makes 

decisions.
Neural networks are trained through a process 

called backpropagation. In this process, the network 
predicts the outcome and then compares it with 
the desired outcome. The error is propagated back 
through the network and the neuron weights are up-

dated to reduce the error. This process is repeated 
until the network reaches acceptable accuracy.

Usage of Neural Networks:
- Pattern Recognition: Neural networks have 

been successfully used for pattern recognition 
in images, audio, and video. This may include 
recognizing faces, objects, handwritten text and 
more. 

- Natural Language Processing: In natural 
language processing, neural networks are used for 
automatic translation, sentiment detection, chatbots, 
and other applications.

- Forecasting: Neural networks are effectively 
used in forecasting time series, financial markets, 
weather, and other variables where it is important to 
predict future values.
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- Medical Diagnostics: In the medical field, 
neural networks help in diagnosing diseases, 
analyzing medical images, and predicting response 
to treatment.

- Automatic control and robotics: Neural 
networks are used for automatic control in various 
fields, including autonomous cars and robotics.

Training neural networks involves various mod-
els, each designed to solve specific problems. Some 
examples of basic neural network training models:

- Feedforward Neural Networks: This is the ba-
sic and simplest model of neural networks. Data is 
transferred from the input layer through hidden lay-
ers to the output layer without loops or feedback. 
Widely used in classification, regression, and pattern 
recognition problems.

- Recurrent Neural Networks (RNN): These net-
works have feedback loops that allow them to retain 
information about previous inputs. This allows se-
quences of data to be processed. Effective for pro-
cessing sequential data such as time series, natural 
languages, and speech.

- Convolutional Neural Networks (CNN): Spe-
cialized in processing multidimensional data using 
the convolution operation. Effective for highlighting 
spatial patterns. Main application is processing im-
ages, videos, and other multi-dimensional data.

- Deep Autoencoders: These are neural net-
works used to learn a compact representation of 
data through compression and reconstruction. They 
consist of an encoder and a decoder. They are used 
in data dimensionality reduction tasks and in data 
generation and recovery.

- Long Short-Term Memory (LSTM) networks: 
This is a type of recurrent neural network designed 
to combat the decaying gradient problem. They are 
better able to retain and use information for the long 
term. Widely used in tasks where processing and 
understanding long-term dependencies is important, 
such as machine translation and text analysis.

Neural networks play a key role in the 
development of artificial intelligence and machine 
learning. Their ability to process complex data and 
extract important patterns makes them a useful tool in 
solving a variety of problems in science, technology, 
and business. With the constant development of 
technology, the role of neural networks in modern 
society is expected to only expand.

4 Predicting demographic growth

Let me remind you that the goal of the study 
is to build a neural network that should predict 
demographic growth. To train the neural network 

and the research itself, we chose the demographics 
of the country of Kazakhstan.

4.1 Preparing data
As previously stated, training neural networks 

begins with collecting the necessary data. In our 
case, collecting data was very labor-intensive. The 
reason for this is the lack of data for all time in our 
country, which is why we had to manually collect 
data from diverse sources and average them when 
merging. 

We used the Kazakhstan’s government website 
[16] with statistics to take the data, that was the first 
part of data for training. In this dataset, we only 
have collected data on the population of Kazakhstan 
since 2000. That is, we only have data for 23 years, 
which is extraordinarily little for training a neural 
network. But on the other hand, the data is official 
and accurate, moreover, it is not poorly distributed; 
in the table we have a division into types, namely, 
divided into the population of cities, villages, and the 
total population. They are also divided by gender.

After we tried to train a neural network using 
this data, we still accepted that there was very little 
data, and that working with the data would be labor-
intensive and time-consuming, after which we 
decided to look towards other sites with statistical 
data, this was the World Bank website [17] as well 
as the “macrotrends” website [18], unfortunately the 
first site did not include much useful data about the 
demography of Kazakhstan. However, the second 
one had data from 1950 to 2023. As it turned out, 
this site also links to the World Bank website [17] 
to obtain data.

After much work, we were able to collect 
approximate data on the population of Kazakhstan 
from 1950 to 2022 and were even able to break it 
down into regions of the country. However, due to 
the averaging of data, and obtaining data not only 
from government sources, we say that this is useful 
data, but there is still some inaccuracy.

4.2 Training a neural network model 
Now that we have collected all the necessary 

data to train the neural network, it is time to look at 
the final data and start training the neural network.

As you can see from “Figure 2”, the data does 
not have several unique features, that is, our data 
has only one feature, this is the population, so the 
first attempt at training can be carried out in a lin-
ear regression model, since it is excellent for such 
tasks. Also, we cannot forget about dividing the 
data by 2, the first for training and the second for 
testing.
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Figure 2 – Final data columns and examples.

Based on our “Literature review”, we decided 
to start training the model using Linear Regression, 
more precisely from the article [8], article [9], article 
[10] and article [11]. Linear regression is a statisti-
cal method used to model the relationship between 
a dependent variable (target) and one or more inde-
pendent variables (attributes). The model is based 
on the assumption that these relationships are linear, 
that is, they can be approximated by a straight line. 
Least squares method (LSM):

- The goal is to minimize the sum of squared 
diff erences between the actual and predicted values.

- The method fi nds optimal values of model 
parameters that minimize the sum of squared errors.

Using this learning model, we achieved a pre-
diction accuracy of 88 percent. These are incredibly 
good results, but if we remember that our initial data 
also has its own errors, then we need to show the 
result as accurately as possible, that is, strive for 100 
percent accuracy. At the same time, we spend a lot 
of time on the process of training the neural network 
itself, that is, due to the fact that training a neural 
network requires a lot of computing power, we 
have to wait until the training process is completed. 
Therefore, to speed up this moment, we decided that 
we would train a neural network and experiment 
with data cut into areas. Which, not much, but still 
speeded up the learning process.

To get more accurate results, we looked towards 
another, more complex learning model, namely Ran-
dom Forest, also after reading the article [12], article 
[13], article [14] and article [15]. Random Forest is 

an ensemble machine learning that combines mul-
tiple decision trees into a single model. Each tree 
in the forest is built independently, and then their 
results are combined to improve the accuracy and 
robustness of the model. Basic Components of 
Random Forest:

- Decisive Trees: Each tree is built based on a 
random subsample of data and a random subset of 
features. Each node of the decision tree makes a 
division of data based on a certain attribute, with the 
goal of maximizing the information gain or reducing 
the uncertainty criterion.

- Bootstrap Sampling: For each tree, a bootstrap 
sample is constructed, which is created by randomly 
selecting and returning from the original data set. 
This allows each tree to see diff erent subsets of the 
data, improving generalization ability.

- Randomness of Signs: When constructing each 
node of the tree, a subset of features is randomly 
selected for decision making. This prevents the 
dominance of individual traits and promotes the 
creation of diverse trees.

- Voting and Averaging: The predictions of the 
individual trees are combined to make a decision. In 
a classifi cation problem this could be voting, and in 
a regression problem it could be averaging.

By retraining the model using the “Random 
Forest” learning model, we were able to greatly 
improve the model’s prediction accuracy, 
ultimately achieving 99.7 percent accuracy. Which 
is an excellent result even if we consider the 
aforementioned error problem due to data averaging.
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5 Testing and comparing results

During testing, it was revealed that the main trend 
of growth and decline in demographics persists for 

all regions, although there is a diff erence in the pace, 
the general trend is still maintained. At the same 
time, when obtaining data prediction results, linear 
regression does not behave as well as Random Forest.

Figure 3 – Visualization of data prediction (Linear Regression)

Figure 4 – Visualization of data prediction (Random Forest)
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As can be seen from Figure 3 and Figure 4, there 
is a clear difference between the results of the two 
models. While Linear Regression stops working 
with non-linear growth, Random Forest predicts 
demographic growth or decline in a more accurate 
way regardless of the type of growth or decline. As 
a result of all the training and testing, the best result 
of prediction accuracy was:

- Linear Regression: 88%
- Random Forest: 99.7%
During the research, we also searched for simi-

lar solutions and found a couple of similar solu-
tions. Namely [19] “worldometers” and [18] “mac-
rotrends”. However, these web applications have a 
slightly different purpose; instead of providing an 
extremely accurate guess at the demographics of 
one country or region, they provide a general over-
view and provide basic statistics of countries in dif-
ferent categories. Whereas our goal is more accurate 
in predictions and a more detailed solution. There-
fore, direct competition in use in the market should 
not arise.

6 Conclusion

To summarize, we can say that the use of neural 
networks in working with data analysis, moreover, 
in creating predictions from big data is more than 
relevant, and every day there are more and more 
works on similar topics.

The article substantiates the advantages of using 
neural networks in various fields, provides and dis-
cusses other analogues of the use of neural networks 
in different fields, and proposes a solution to the 
problem of manual data analysis. It is obvious that 
the optimization of such expensive processes will 
bring benefits both in terms of resource and time 
costs, which in turn will improve the availability of 
market analysis for various businesses and govern-
ments. By improving the availability of market anal-
ysis, we receive more thoughtful business plans and 
social actions on the part of the government, which 
in turn will improve the quality of life of citizens.

The article also discusses the types of neural 
network models, their features and examples of use. 
Moreover, more successful cases of using different 
models depending on the data are discussed. For ex-
ample, when training a neural network model to pre-
dict demographic growth, two different models were 
considered, namely Linear regression and Random 
Forest.

In the future, this study could be improved 
several times and the result of the study could be 
made more reasonable; for this we need to collect 
a new database that includes data on demographic 
development, economic development, social devel-
opment and other parameters of the country over a 
sufficiently long period of time and based on train 
a new neural network with this data. Which is our 
goal soon.
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